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Introduction

Let B be a Brownian motion and c the inverse of a β-stable subordinator χ

Meerschaert and Scheffler showed that (Bct )t≥0 is a 2
β

-self-similar,
0 < β < 1, non-Markovian process which is governed by

∂βt = 1
2∂

2
x

∂βt is the Caputo fractional derivative. This time-fractional differential
equation was introduced by Zaslavsky as a model for Hamiltonian chaos
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(Bct )t≥0 is a 2
β

-self-similar non-Markovian process which is governed by

∂βt = 1
2∂

2
x

There is an important literature devoted to the analysis of the extension of
the delayed BM (or fractal BM) Bc by either replacing

⋄ B by a Lévy process ( 1
2∂

2
x is replaced by the Lévy generator)

⋄ c by the inverse of a subordinator (∂βt is replaced by a more general
additive convolution operator)

⋄ a combination of the two previous cases

⇝ Dynamics of complex systems with memory effects

⇝ Application in physics, neurology, epidemiology, pollution dynamics,
biochemical reaction, mathematical finance, ruin theory . . .

Baeumer, Chen, Constantinescu, Hairer, Orsingher, Ovidio, Meerschaert,
Toaldo, Schilling and many others . . .

⇝ Bc is not self-similar anymore

(except when B is a stable Lévy process and c is inverse stable)



(Bct )t≥0 is a 2
β

-self-similar non-Markovian process which is governed by

∂βt = 1
2∂

2
x

There is an important literature devoted to the analysis of the extension of
the delayed BM (or fractal BM) Bc by either replacing

⋄ B by a Lévy process ( 1
2∂

2
x is replaced by the Lévy generator)

⋄ c by the inverse of a subordinator (∂βt is replaced by a more general
additive convolution operator)

⋄ a combination of the two previous cases

⇝ Dynamics of complex systems with memory effects

⇝ Application in physics, neurology, epidemiology, pollution dynamics,
biochemical reaction, mathematical finance, ruin theory . . .

Baeumer, Chen, Constantinescu, Hairer, Orsingher, Ovidio, Meerschaert,
Toaldo, Schilling and many others . . .

⇝ Bc is not self-similar anymore

(except when B is a stable Lévy process and c is inverse stable)



(Bct )t≥0 is a 2
β

-self-similar non-Markovian process which is governed by

∂βt = 1
2∂

2
x

There is an important literature devoted to the analysis of the extension of
the delayed BM (or fractal BM) Bc by either replacing

⋄ B by a Lévy process ( 1
2∂

2
x is replaced by the Lévy generator)

⋄ c by the inverse of a subordinator (∂βt is replaced by a more general
additive convolution operator)

⋄ a combination of the two previous cases

⇝ Dynamics of complex systems with memory effects

⇝ Application in physics, neurology, epidemiology, pollution dynamics,
biochemical reaction, mathematical finance, ruin theory . . .

Baeumer, Chen, Constantinescu, Hairer, Orsingher, Ovidio, Meerschaert,
Toaldo, Schilling and many others . . .

⇝ Bc is not self-similar anymore

(except when B is a stable Lévy process and c is inverse stable)



(Bct )t≥0 is a 2
β

-self-similar non-Markovian process which is governed by

∂βt = 1
2∂

2
x

There is an important literature devoted to the analysis of the extension of
the delayed BM (or fractal BM) Bc by either replacing

⋄ B by a Lévy process ( 1
2∂

2
x is replaced by the Lévy generator)

⋄ c by the inverse of a subordinator (∂βt is replaced by a more general
additive convolution operator)

⋄ a combination of the two previous cases

⇝ Dynamics of complex systems with memory effects

⇝ Application in physics, neurology, epidemiology, pollution dynamics,
biochemical reaction, mathematical finance, ruin theory . . .

Baeumer, Chen, Constantinescu, Hairer, Orsingher, Ovidio, Meerschaert,
Toaldo, Schilling and many others . . .

⇝ Bc is not self-similar anymore

(except when B is a stable Lévy process and c is inverse stable)



(Bct )t≥0 is a 2
β

-self-similar non-Markovian process which is governed by

∂βt = 1
2∂

2
x

There is an important literature devoted to the analysis of the extension of
the delayed BM (or fractal BM) Bc by either replacing

⋄ B by a Lévy process ( 1
2∂

2
x is replaced by the Lévy generator)

⋄ c by the inverse of a subordinator (∂βt is replaced by a more general
additive convolution operator)

⋄ a combination of the two previous cases

⇝ Dynamics of complex systems with memory effects

⇝ Application in physics, neurology, epidemiology, pollution dynamics,
biochemical reaction, mathematical finance, ruin theory . . .

Baeumer, Chen, Constantinescu, Hairer, Orsingher, Ovidio, Meerschaert,
Toaldo, Schilling and many others . . .

⇝ Bc is not self-similar anymore

(except when B is a stable Lévy process and c is inverse stable)



(Bct )t≥0 is a 2
β

-self-similar non-Markovian process which is governed by

∂βt = 1
2∂

2
x

There is an important literature devoted to the analysis of the extension of
the delayed BM (or fractal BM) Bc by either replacing

⋄ B by a Lévy process ( 1
2∂

2
x is replaced by the Lévy generator)

⋄ c by the inverse of a subordinator (∂βt is replaced by a more general
additive convolution operator)

⋄ a combination of the two previous cases

⇝ Dynamics of complex systems with memory effects

⇝ Application in physics, neurology, epidemiology, pollution dynamics,
biochemical reaction, mathematical finance, ruin theory . . .

Baeumer, Chen, Constantinescu, Hairer, Orsingher, Ovidio, Meerschaert,
Toaldo, Schilling and many others . . .

⇝ Bc is not self-similar anymore

(except when B is a stable Lévy process and c is inverse stable)



(Bct )t≥0 is a 2
β

-self-similar non-Markovian process which is governed by

∂βt = 1
2∂

2
x

There is an important literature devoted to the analysis of the extension of
the delayed BM (or fractal BM) Bc by either replacing

⋄ B by a Lévy process ( 1
2∂

2
x is replaced by the Lévy generator)

⋄ c by the inverse of a subordinator (∂βt is replaced by a more general
additive convolution operator)

⋄ a combination of the two previous cases

⇝ Dynamics of complex systems with memory effects

⇝ Application in physics, neurology, epidemiology, pollution dynamics,
biochemical reaction, mathematical finance, ruin theory . . .

Baeumer, Chen, Constantinescu, Hairer, Orsingher, Ovidio, Meerschaert,
Toaldo, Schilling and many others . . .

⇝ Bc is not self-similar anymore

(except when B is a stable Lévy process and c is inverse stable)



A new class of self-similar processes

Definition

Let X be the stochastic process defined, for t ≥ 0, by

Xt = Xct where ct = inf{s > 0; χs > t}

where X and χ are taken independent and are such that
⋄ X is a α-self-similar Markov process (SαS) issued from x > 0
⋄ χ is an increasing β-self-similar Markov process (SβS) issued from 0

⇝ c is 1
β

-self-similar non-Markovian (S 1
β
S) with continuous paths

⇝ X is a Sα
β
S issued from x > 0 with cadlag paths

Our objective is to analyze the first passage time (or ruin time)

T = inf{t > 0; Xt ≤ 0} where Xt = Xct

Note that T is also the absorption time of X+ = (Xt, 0 ≤ t < T) with X+

being a positive Sα
β
S issued from x > 0
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A (short) review

T = inf{t > 0; Xt ≤ 0} where Xt = Xct

⋄ ct = χt = t, i.e. X = X is SαS and T = T
• Bertoin and Yor (09) for X with no negative jumps
• Dalang and Peskir (12), Kuznetsov (13) for X a stable Lévy process
• P. (14) for X has no positive jumps
• P. and Savov (21) for any X

⋄ Xt = Zct − τt, Z a Lévy process, c the inverse of a subordinator χ, and
τ is another subordinator: Constantinescu, Loeffen and P. (23)



Some important bijections

We set α = β = 1, i.e. X,χ ∈ S1S and X ∈ S1S

, and introduce

⋄ N = {Ψ(z) = Ψ(0) + σ2

2 z
2 + az +

∫
R(ezy − 1 − yzI{|y|<1})M(dy)

where −Ψ(0), σ2 ≥ 0, a ∈ R and M a Lévy measure}

⋄ B = {ϕ(z) =ϕ(0) + dz +
∫ ∞

0 1 − e−zym(dy), ϕ(0),d ≥ 0,m a Lévy measure}

⇝ The Wiener-Hopf factorization

Ψ(z) = −ϕ−(z)ϕ+(−z) ∈ N with ϕ± ∈ B

⇝ From Lamperti, one has the bijections

X ∈ S1S ↔ Ψ ∈ N

c ∈ S1S ↔ χ ∈ S1S ↔ ϕ ∈ Bc = {ϕ ∈ B with ϕ(0) = 0, ϕ(∞) = ∞, ϕ′(0) < ∞}

Proposition 1

X = Xc ∈ S1S
Lamperti↔ (Ψ, ϕ) ∈ N × B WH↔ (ϕ+, ϕ−, ϕ) ∈ B2 × Bc

T = TΨ(ϕ) = inf{t > 0; Xt ≤ 0} ̸= ∞ ⇐⇒ ϕ+(0) > 0
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Characterization and properties of TΨ(ϕ)

For any ϕ ∈ B, the Bernstein-gamma function Wϕ is the unique
positive-definite function solution to

Wϕ(z + 1) = ϕ(z)Wϕ(z), Wϕ(1) = 1

When ϕ(z) = z then Wϕ(z + 1) = Γ(z + 1)

Theorem

Let Ψ = −ϕ−ϕ+ ∈ N and ϕ ∈ Bc

1) For any −a < Re(z) < b, a, b > 0 explicit,

Ex [TzΨ(ϕ)] = xz
ϕ+(0)
ϕ′(0)

Γ(−z)
Wϕ(−z)

Γ(z + 1)Wϕ+ (−z)
Wϕ− (z + 1)

2) Px(TΨ(ϕ) ∈ dt) = fTΨ(ϕ)(t)dt with fTΨ(ϕ) ∈ C⌈N⌉−2
0 (R+) where

N = NΨ + Nϕ ∈ (1,∞] for some explicit positive constants with Nϕ > 1

Let TΨ = inf{t > 0; Xt ≤ 0}. Then, fTΨ ∈ C⌈NΨ⌉−2
0 (R+), P. and Savov

fTΨ(ϕ) is smoother than fTΨ by ⌈N⌉ − ⌈NΨ⌉ > 0 number of derivatives



Characterization and properties of TΨ(ϕ)

For any ϕ ∈ B, the Bernstein-gamma function Wϕ is the unique
positive-definite function solution to

Wϕ(z + 1) = ϕ(z)Wϕ(z), Wϕ(1) = 1

When ϕ(z) = z then Wϕ(z + 1) = Γ(z + 1)

Theorem

Let Ψ = −ϕ−ϕ+ ∈ N and ϕ ∈ Bc

1) For any −a < Re(z) < b, a, b > 0 explicit,

Ex [TzΨ(ϕ)] = xz
ϕ+(0)
ϕ′(0)

Γ(−z)
Wϕ(−z)

Γ(z + 1)Wϕ+ (−z)
Wϕ− (z + 1)

2) Px(TΨ(ϕ) ∈ dt) = fTΨ(ϕ)(t)dt with fTΨ(ϕ) ∈ C⌈N⌉−2
0 (R+) where

N = NΨ + Nϕ ∈ (1,∞] for some explicit positive constants with Nϕ > 1

Let TΨ = inf{t > 0; Xt ≤ 0}. Then, fTΨ ∈ C⌈NΨ⌉−2
0 (R+), P. and Savov

fTΨ(ϕ) is smoother than fTΨ by ⌈N⌉ − ⌈NΨ⌉ > 0 number of derivatives



Characterization and properties of TΨ(ϕ)

For any ϕ ∈ B, the Bernstein-gamma function Wϕ is the unique
positive-definite function solution to

Wϕ(z + 1) = ϕ(z)Wϕ(z), Wϕ(1) = 1

When ϕ(z) = z then Wϕ(z + 1) = Γ(z + 1)

Theorem

Let Ψ = −ϕ−ϕ+ ∈ N and ϕ ∈ Bc

1) For any −a < Re(z) < b, a, b > 0 explicit,

Ex [TzΨ(ϕ)] = xz
ϕ+(0)
ϕ′(0)

Γ(−z)
Wϕ(−z)

Γ(z + 1)Wϕ+ (−z)
Wϕ− (z + 1)

2) Px(TΨ(ϕ) ∈ dt) = fTΨ(ϕ)(t)dt with fTΨ(ϕ) ∈ C⌈N⌉−2
0 (R+) where

N = NΨ + Nϕ ∈ (1,∞] for some explicit positive constants with Nϕ > 1

Let TΨ = inf{t > 0; Xt ≤ 0}. Then, fTΨ ∈ C⌈NΨ⌉−2
0 (R+), P. and Savov

fTΨ(ϕ) is smoother than fTΨ by ⌈N⌉ − ⌈NΨ⌉ > 0 number of derivatives



Characterization and properties of TΨ(ϕ)

For any ϕ ∈ B, the Bernstein-gamma function Wϕ is the unique
positive-definite function solution to

Wϕ(z + 1) = ϕ(z)Wϕ(z), Wϕ(1) = 1

When ϕ(z) = z then Wϕ(z + 1) = Γ(z + 1)

Theorem

Let Ψ = −ϕ−ϕ+ ∈ N and ϕ ∈ Bc

1) For any −a < Re(z) < b, a, b > 0 explicit,

Ex [TzΨ(ϕ)] = xz
ϕ+(0)
ϕ′(0)

Γ(−z)
Wϕ(−z)

Γ(z + 1)Wϕ+ (−z)
Wϕ− (z + 1)

2) Px(TΨ(ϕ) ∈ dt) = fTΨ(ϕ)(t)dt with fTΨ(ϕ) ∈ C⌈N⌉−2
0 (R+) where

N = NΨ + Nϕ ∈ (1,∞] for some explicit positive constants with Nϕ > 1

Let TΨ = inf{t > 0; Xt ≤ 0}. Then, fTΨ ∈ C⌈NΨ⌉−2
0 (R+), P. and Savov

fTΨ(ϕ) is smoother than fTΨ by ⌈N⌉ − ⌈NΨ⌉ > 0 number of derivatives



Characterization and properties of TΨ(ϕ)

For any ϕ ∈ B, the Bernstein-gamma function Wϕ is the unique
positive-definite function solution to

Wϕ(z + 1) = ϕ(z)Wϕ(z), Wϕ(1) = 1

When ϕ(z) = z then Wϕ(z + 1) = Γ(z + 1)

Theorem

Let Ψ = −ϕ−ϕ+ ∈ N and ϕ ∈ Bc

1) For any −a < Re(z) < b, a, b > 0 explicit,

Ex [TzΨ(ϕ)] = xz
ϕ+(0)
ϕ′(0)

Γ(−z)
Wϕ(−z)

Γ(z + 1)Wϕ+ (−z)
Wϕ− (z + 1)

2) Px(TΨ(ϕ) ∈ dt) = fTΨ(ϕ)(t)dt with fTΨ(ϕ) ∈ C⌈N⌉−2
0 (R+) where

N = NΨ + Nϕ ∈ (1,∞] for some explicit positive constants with Nϕ > 1

Let TΨ = inf{t > 0; Xt ≤ 0}. Then, fTΨ ∈ C⌈NΨ⌉−2
0 (R+), P. and Savov

fTΨ(ϕ) is smoother than fTΨ by ⌈N⌉ − ⌈NΨ⌉ > 0 number of derivatives



Some intriguing identities I

From P., we have, for any ϕ ∈ B−1 = {ϕ ∈ B; 0 ≤ ϕ(u) < ∞ u ≥ −1},

Sϕ(u) = u

u+ 1ϕ(u) ∈ B

Theorem

1) For any Ψ ∈ N−1 = {Ψ = −ϕ−ϕ+ ∈ N with ϕ+ ∈ B−1},

TΨ(Sϕ+) d= xF(ϕ−)

where P(F(ϕ) ∈ dt) = t−2Iϕ(t−1)dt, Iϕ(z) =
∑∞

n=0
n+1

ϕ(n+1)
(−z)n

Wϕ(n+1)

2) If Ψ ∈ N +
−1 = {Ψ ∈ N1 with ϕ−(u) = u}, i.e. X has no negative jumps,

TΨ(Sϕ+) d= xF

where P(F ∈ dt) = t−2e−t−1
dt is the Fréchet distribution

For any ϕ− ∈ B, (Tϕ+,ϕ− (Sϕ+))ϕ+∈B have the same distribution
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Some intriguing identities II

Recall that, for any ϕ ∈ B−1 = {ϕ ∈ B; 0 ≤ ϕ(u) < ∞ for all u ≥ −1},

Sϕ(u) = u

u+ 1ϕ(u) ∈ B

Theorem

For all Ψ ∈ N−1 = {Ψ = −ϕ−ϕ+ ∈ N with ϕ+ ∈ B1} we have

TΨ(Sϕ+) d= Tψ

where Tψ = inf{t > 0; Xt ≤ 0} with X a S1S with no positive jumps
associated, via the Lamperti mapping, to ψ(z) = (z − 1)ϕ−(z) ∈ N .

Interpretation that the time-change annihilates the upward jumps of X

FPT do not characterize a process
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